Symbolically executing emulators

Daniel J. Bernstein!+2

! Department of Computer Science, University of Illinois at Chicago, USA
2 Institute of Information Science, Academia Sinica, Taiwan
djb@cr.yp.to

Abstract. Symbolic execution of machine language has a wide range
of applications, including equivalence verification applied directly to
binaries that users run. However, there are limits on the instruction sets
supported by existing symbolic-execution tools such as angr.

This paper reports experiments showing that it is sometimes affordable
to carry out symbolic execution of an instruction set by applying a
symbolic-execution tool for another instruction set to an emulator for the
first instruction set. In particular, this paper reports verifying sparc32
object code for all 248 functions in the latest version of cryptoint
(including 76 functions that have sparc32 assembly implementations),
by using the angr toolkit to symbolically execute an amd64 binary that
uses the unicorn toolkit to emulate sparc32 instructions. This paper
also reports proof-of-concept experiments using symbolic execution to
automatically extract partial instruction semantics from an emulator.

Keywords: machine language, symbolic execution, equivalence
verification

1 Introduction

A computer executing a program follows one instruction after another inside the
program. The computer’s state is a sequence of bits modified by the instructions.
For example, if the first bit is a 1, and the second bit is also a 1, then XORing
the second bit into the first bit will change the first bit to 0.

Symbolic execution also follows one instruction after another, but applies the
instructions to a more complicated machine state in which bits are replaced with
symbolic bits. A symbolic bit is allowed to be not just 0 or 1 but also a more
general formula in terms of specified variables. For example, if the first symbolic
bit is the formula x&y (in C notation), and the second symbolic bit is the formula
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z, then XORing the second symbolic bit into the first symbolic bit will change the
first symbolic bit to the formula (x&y) ~z. Typically the user chooses some inputs
to replace with formulas, and then a symbolic-execution tool automatically traces
through the formulas produced by the program starting from those inputs—in
much the same way that a human sometimes writes down formulas for each
result computed in the program, but one hopes that a symbolic-execution tool
will be faster and less error-prone than a human.

Some tools for symbolic execution (e.g., SymCC [43] and SymQEMU [44])
are limited to concolic execution. This means that the instruction pointer is a
concrete number at each moment (each bit being 0 or 1), while other parts of
the machine state can store more complicated formulas.® The traditional form
of program execution, where each bit is 0 or 1, is called concrete execution.

This paper will say more later about a program-analysis tool called angr,
which was introduced in [51] and has received many subsequent updates. This
tool isn’t limited to concrete execution, or even to concolic execution: if a branch
condition is more complicated than just “true” or “false” then angr creates a
symbolic instruction pointer. Internally, angr splits symbolic execution into two
universes, one for each direction of the branch, and then continues with each
universe, so the instruction pointer within each universe is concrete.* One can
see the full symbolic instruction pointer by asking angr for the branch conditions
that define each universe.

The literature explains many applications that take advantage of the extra
flexibility of symbolic execution compared to concrete execution. As one example
that motivated this paper, Section 2 reviews an application of symbolic execution
to equivalence verification, checking that two code snippets compute the same
output for each possible input.

1.1 Extending instruction sets

What happens if one wants to symbolically execute a type of program not
supported by existing symbolic-execution tools? Concretely, angr understands
how to execute many different machine instructions for today’s most popular
CPUs, but what happens when a program uses an instruction-set extension
beyond what angr supports, or has been compiled for a different CPU?

3 This description assumes that there is no data flow from symbolic bits to branch
conditions. More generally, concolic execution replaces each bit with a pair (b, f)
where b is a bit and f is a symbolic bit, and uses b to control branches, so the
symbolic bits f provide formulas for the behavior of the program for all inputs that
produce the same control flow as the bits b. The name “concolic” was introduced in
[50] as a portmanteau of “concrete” for b and “symbolic” for f. Software automating
this type of execution had appeared in [25] without the name “concolic”.

Further symbolic branches then split the universes further. The literature often
claims that there is an exponential explosion of the number of universes as the
number of branches increases. However, it is possible to merge universes that have
the same instruction pointer, so one can limit the number of universes to the number
of reachable instructions or, better, to the number of reachable basic blocks.
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The conventional answer is to add support for further instructions to the
symbolic-execution tool. This is easier said than done, especially if one is
concerned with accuracy. There are more than 1000 different instructions on
Intel’s current CPUs (see, e.g., [16]), with tens of thousands of details that one
might get wrong (see, e.g., the discrepancies detected in [19]), not to mention
all the other CPUs of interest. Fortunately, there is another approach, as we’ll
see in a moment.

1.2 Contributions of this paper

This paper reports successful equivalence-verification experiments using angr to
symbolically execute various binaries compiled for sparc32, which is a popular
architecture for CPUs used today in space applications® but not an instruction
set supported by angr. In particular, these experiments verified equivalence
between reference implementations and compiled sparc32 binaries for all 248
functions in the cryptoint library described in [9]; this is an almost-header-only
C library that I introduced in 2024 for carrying out various basic integer
operations in constant time.

These experiments do mot involve any new code to interpret sparc32
instructions. In particular, these experiments do not add sparc32 patches to
angr or to any of the CPU-support libraries used inside angr. Instead these
experiments

e take an emulator (compiled for amd64) that simulates a sparc32 CPU
running the binaries, and then
e use angr to symbolically execute the emulator.

Wait, doesn’t simulation of a sparc32 CPU need to understand the sparc32
instruction set? Yes, it does, but that isn’t new code: the popular gemu emulator
introduced in [7] already includes support for many architectures, including
sparc32.

Structurally, it’s obvious that one can obtain “symbolically execute platform
S” by composing “symbolically execute platform A” with “use A to emulate S”,
as long as one can afford to pile the symbolic-execution slowdowns on top of
the emulation slowdowns. In particular, angr advertises support for amd64, and
gemu running on those CPUs simulates other CPUs.

On the other hand, a platform is more than a CPU, and running gemu
under angr turns out to encounter a series of mismatches between what
gemu relies upon and what angr provides. Some mismatches are easy to work
around; Section 3 handles the others by building a small replacement emulator
that is adequate for this paper’s applications to equivalence verification. This
replacement emulator still does not require new code to interpret sparc32

® See, e.g., [36], [17], and [42], all of which use the radiation-hardened LEON3-FT
CPU. This CPU is part of a series of CPUs that, as explained in [23], selected the
SPARC architecture as an established non-proprietary architecture. RISC-V is also
non-proprietary and perhaps will eventually replace SPARC; see, e.g., [52].
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instructions: it uses the unicorn instruction-set simulator from [41], which copies
the instruction-set handling from gemu and in particular supports sparc32. See
Section 3.

Note that the fact that something is based upon gemu does not imply that it
supports all of the instruction sets that gemu does. For example, the gemu-derived
S2E symbolic-execution engine from [15] assumes a “guest OS that runs on x86
or ARM”. But unicorn is more flexible and sufficed for the task at hand.

I have not found any previous success reports for symbolically executing
emulators. Perhaps development was deterred by fear that the results would
consume infeasible amounts of CPU time.® This paper’s verification of sparc32
object code for all 248 functions in the cryptoint library completed in under
6 hours wall-clock time on a single server described below. This was orders of
magnitude slower than the same task for various architectures directly supported
by angr, but was still affordable.

Beyond the usable tool from Section 3, Section 4 reports proof-of-concept
experiments that—subject to various limitations—automatically extract
instruction semantics from an emulator via symbolic execution of emulation of a
single instruction. This extraction is a first step towards automatic compilation
of emulators into symbolic-execution tools that will take less CPU time than the
approach from Section 3. Section 4 also summarizes other potential applications
of this extraction, such as automatic emulator verification.

2 Equivalence verification via symbolic
execution

As a specific example of an application of symbolic execution, this section reviews
how saferewrite uses symbolic execution via angr to verify that compiled
versions of the cryptoint functions match reference implementations for all
inputs. I introduced saferewrite in a talk [8] in 2021; see [11] for the current
version, saferewrite-20260201. Almost all of the work in saferewrite is
handled by angr, which as mentioned in Section 1 was introduced in [51];
saferewrite is a small wrapper around angr.

Section 2.1 reviews the general problem of equivalence verification. The
saferewrite package includes an analysis tool and many examples of code
rewrites; Section 2.2 uses one example to illustrate basic usage of saferewrite,
and Section 2.3 uses the same example to illustrate equivalence verification.
Section 2.4 explains how to add new examples. Section 2.5 explains how
saferewrite has enough functionality and performance to handle all of the
cryptoint functions—but Section 2.6 explains why, before the work explained
in Section 3, saferewrite didn’t support code compiled for SPARC.

6 Imagine Inception inside The Matriz.
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2.1 The danger of rewriting code

Suppose someone is rewriting a code snippet—perhaps to accelerate it, or to
simplify it, or to make it more portable, or to make it less likely to trigger
compiler bugs, or to avoid leaking secret data through timing. How do we make
sure that the rewrite hasn’t introduced any bugs?

Maybe someone started with the C code

int64_t if_positive_then_else(int64_t x,int64_t p,int64_t n) {
if (x > 0) return p;
return n;

3

and decided to rewrite it as

int64_t if_positive_then_else(int64_t x,int64_t p,int64_t n) {
return n ~ ((n = p) & ((-x) >> 63));
}

to remove the conditional branch, making sure to compile with gcc -fwrapv so
that int64_t arithmetic is fully defined (in particular, the signed right shift is
then defined on negative inputs). This rewrite passes many random tests—but
it still has a bug: namely, if x is —253 then -x is also —2%% because int64_t
arithmetic is modulo 2%4, so (-x) >> 63 is —1, and the code ends up returning
p instead of the desired n.

There are natural types of tests that will catch this particular bug: for
example, trying random inputs with just a few bits set, or testing a generalization
from int64_t to other sizes—hoping that any bugs in the int64_t code are also
visible as bugs for, say, int8_t; there are only 22 possible inputs to the int8_t
version of this function (and almost 26 of them will trigger this bug). But the
bigger picture is that passing tests cannot guarantee that a rewrite is correct.
Experience indicates that bugs apply to varying fractions of all inputs, sometimes
caught by tests but sometimes not.

A reviewer can try to catch a bug in a rewrite by thinking through what the
code does—but, hmmm, what if the reviewer makes the same mistake that the
code author made? Perhaps more convincing is for the reviewer to write a proof
of correctness—but, hmmm, does that really stop the reviewer from making a
mistake? Even more convincing is a computer-checked proof (see generally [10]),
but can we afford to scale this effort to many rewrites of many code snippets?

The cryptoint library mentioned above is the result of hundreds of rewrites
of simple reference code into more complicated code snippets. This poses obvious
correctness questions, which are addressed in Section 2.2.

2.2 Using saferewrite

The following text focuses on basic usage of saferewrite for cmp_64xint16,
one of the rewrite examples included in the saferewrite package.
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The src/cmp_64xint16/ref directory has one file, verify.c, which has the
following contents modulo line breaks:

#include <stdint.h>
int cmp_64xint16(const uintl16_t *x,const uintl6_t *y) {
for (int i = 0;i < 64;++i)
if (x[i] '= y[i]) return -1;
return O;

by

This is reference code for comparing two int16[64] arrays. There are
then ten further src/cmp_64xint16/* directories that are (not necessarily
correct) rewrites of the reference code. One of those directories, namely
src/cmp_64xint16/openssl, has more files than verify.c: there is a memcmp. s
straightforwardly derived from assembly in OpenSSL, and there is an
architectures file saying amd64, which tells saferewrite to compile this
rewrite only for that architecture. Also, src/cmp_64xint16/bitopscpp has
verify.cc rather than verify.c.

All measurements in this paper are from a server named rome2, a dual AMD
EPYC 7742 running Debian 12. The 128 CPU cores run at 2.245GHz; I disabled
overclocking. Running chmod +t src/#*; chmod -t src/cmp*; ./analyze on
rome2 to analyze cmp_64xintl6 with saferewrite completed in 116
seconds wall-clock time, using 4369 core-seconds of user time and 279
core-seconds of system time. The results of the analysis are in 131 directories
build/*/*/*/analysis containing 874 files build/*/*/*/analysis/*. One of
those files has name

build/cmp_64xint16/frodo2/gcc_-03_-march_native_-mtune_native
/analysis
/unsafe-differentfrom-ref-gcc_-03_-march_native_-mtune_native

(modulo line breaks). The contents of that file include an input for which
src/cmp_64xint16/frodo2 compiled with gcc -03 produces a different output
from src/cmp_64xint16/ref compiled with gcc -03.

The frodo2 code is from real cryptographic software that had a bug pointed
out in [46]. What this example is showing is that saferewrite automatically
catches this bug. This specific bug is not at all hard to detect—random unit tests
would have reliably caught this bug if they had been applied to this function
in the first place—but Sections 2.3 and 2.4 illustrate how saferewrite goes
beyond random tests.

2.3 Equivalence verification

Another file resulting from the saferewrite run from Section 2.2 is an empty
file

build/cmp_64xint16/bitopscpp/clang++_-01_-fwrapv_-march_native
/analysis/equals-ref-gcc_-03_-march_native_-mtune_native



Symbolically executing emulators 7

whose name asserts that src/cmp_64xintl16/bitopscpp compiled with
clang++ -01 -fwrapv produces the same outputs for all possible inputs as
src/cmp_64xint16/ref compiled with gcc -03.

The justification for this assertion relies on symbolic execution. Internally,
saferewrite uses angr to symbolically execute the compiled binaries, in effect
unrolling the binaries into formulas; saferewrite then uses an SMT solver
(namely Z3 from [38], via a wrapper provided by angr) to show that the resulting
formulas are equal for all inputs.

The compilers used for the analysis are listed in . /compilers, currently listing
13 C compilers (where this analyses covers 12; see Section 3 for how to enable the
13th) and 12 C++ compilers. These include various cross-compilers (installed
as part of the saferewrite installation). Also, as

build/cmp_64xint16/ref

/aarch64-linux-gnu-gcc_-03_
-march_armv8-a_-mtune_cortex-ab3_-mgeneral-regs-only
/analysis/equals-ref-gcc_-03_-march_native_-mtune_native

illustrates, the analysis checks equivalence of code compiled for one architecture
against code compiled for another architecture, perhaps catching compiler bugs
or portability issues that might not be caught by single-architecture tests.

2.4 Adding rewrites

Extending saferewrite to test another rewrite is straightforward. For example,
here is how to test the if_positive_then_else rewrite from Section 2.1:

e Create directories src/ifpos, src/ifpos/ref, and src/ifpos/bad.

e Copy the two snippets from Section 2.1 to src/ifpos/ref/whatever.c and
src/ifpos/bad/whatever.c respectively.

e Add #include <stdint.h> at the top of each file to define int64_t.

e To tell saferewrite what the inputs and outputs are, create a file
src/ifpos/api with the following lines:

return int64 r

in int64 x

in int64 p

in int64 n

call if_positive_then_else

e Run chmod +t src/#*; chmod -t src/ifpos; ./analyze to analyze these
src/ifpos rewrites.

This ifpos analysis is faster than the cmp_64xint16 analysis from Section 2.2:
in 9 seconds wall-clock time (58 core-seconds user time, 48 core-seconds system
time) on rome2, this analysis produced 6 unsafe-differentfrom files, each
showing in_x_0 = 9223372036854775808 = 0x8000000000000000 along with
some choices of p and n. To me, seeing an SMT solver find this example says
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that the SMT solver is doing something useful, whereas merely seeing an SMT
solver say “yes, equal” is less convincing.

Why are there are only 6 unsafe-differentfrom files when there are 12
compilers? Answer: The other 6 compilers use gcc -03 for various architectures.
As discussed in [9, Section 4.8|, gce starting in 2021 includes an “optimization”
that, when -fwrapv is not set, replaces (-x)>>63 with -(x>0). For ifpos/bad,
this change produces compiled code that always matches ifpos/ref, and
saferewrite correctly reports equals-ref for the compiled code.

Adding another rewrite src/ifpos/good/fixed.c with

#include <stdint.h>

int64_t if_positive_then_else(int64_t x,int64_t p,int64_t n) {
int64_t y = -x;
return n - ((n "~ p) & ((y = (x & y)) >> 63));

}

and re-running . /analyze produces, as expected, 12 files with names of the form
build/ifpos/good/*/analysis/equals-ref-*. Beware that there is still a risk
of problems with other compiler options or with future compilers; see [9] for how
I recommend writing this type of code.

2.5 Equivalence verification for each cryptoint function

Some other symbolic-execution tools analyze higher-level languages than
binaries. However, analyzing binaries has the obvious advantage of being
able to handle code written in assembly—such as the inline assembly in
cryptoint—without worrying about whether that code is expressible in some
higher-level language. Furthermore, analyzing binaries can catch problems
in translations from other languages to binaries, whether the problems are
indisputable compiler bugs or merely what one might call surprises. Conventional
unit tests have the same feature of testing binaries, but, as the examples from
Sections 2.3 and 2.4 illustrate, conventional tests are missing the SMT solver’s
ability to consider all possible inputs.

SMT solvers promise that whatever answers they give are correct. However,
they do not guarantee that they will give answers. For slightly more complicated
examples, SMT solving does not complete in a reasonable time. On the
other hand, saferewrite includes many examples where SMT solving does
rapidly give a “yes, this always matches” or “no, it doesn’t always match”
answer. In particular, saferewrite gives equals-ref answers for the cryptoint
implementations of all 248 cryptoint functions.

In more detail: One run with 64 threads on rome2 analyzed all 248 cryptoint
functions in wall-clock time 606 seconds, using 21884 core-seconds user time and
6898 core-seconds system time. This run covered 7668 implementation-compiler
combinations: for each of the 248 functions, the saferewrite package includes
reference code, the cryptoint rewrite, and sometimes further rewrites (e.g.,
several rewrites of int32_sort2), so in total there are 639 implementations of
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the 248 functions, times 12 compilers. The analysis cost was thus 3.8 core-seconds
on average for each implementation-compiler combination. Memory consumption
varied but was never observed to exceed 10GB in total for the 64 threads. Further
notes on resource consumption appear in README-resources in the saferewrite
package.

For 201 of the 7668 implementation-compiler combinations, saferewrite’s
analysis includes unsafe-unrollsplit warnings. These indicate that there was
a split of the analysis into multiple universes (so concolic execution would not
have sufficed). The number of universes ranges from 2 on 123 occasions through
65 on 18 occasions. Typically the split is because of conditional branches in ref.
The reason splits are marked as unsafe is that the timing of conditional branches
often leaks secret data; this is one of the common reasons for rewriting simple
reference code, and then saferewrite checks that the rewrite did not introduce
bugs.

I don’t recommend abandoning conventional tests in favor of saferewrite.
It is conceivable that a bug in a rewrite will be hidden by a bug in an SMT
solver, or by another bug in angr, or by a bug in the saferewrite code. But
supplementing conventional tests with symbolic execution reduces risks.

2.6 The case of SPARC

Compiling and assembling C code into a binary involves architecture-specific
code in compilers and assemblers: even when the original C code is portable, the
target language is not. What angr is doing in symbolically executing a binary
is similarly architecture-specific: the target language, essentially Z3 formulas, is
portable, but the source language is not.

Internally, angr relies on (and is named by reference to) the VEX component
of valgrind. VEX translates binaries into a somewhat simpler language.
Normally valgrind executes instructions in that language; angr instead
translates that language into Z3 formulas. Supporting an instruction set inside
saferewrite thus requires support from VEX and support from angr.

Even for popular CPUs from Intel and AMD, this instruction support is not
complete. For example, valgrind AVX-512 patches from [37] were not integrated
into the official valgrind distribution, never mind the further work required for
angr to support AVX-512. So it’s unsurprising that a valgrind SPARC patch
distributed by Oracle many years ago also wasn’t added to valgrind.”

I have been adding assembly rewrites to cryptoint for reasons explained in
[9, Section 6.3.1]. Equivalence testing via saferewrite, as in Section 2.3, is an
important part of the assurance mechanisms described in [9, Section 6.4]. So,
when I added sparc32 assembly for a current radiation-hardened space CPU

" I exchanged email in February 2025 with the author of the valgrind SPARC patch;
he indicated that he no longer had the source code. In June 2025, after the results
of this paper for sparc32 were completed and posted, a copy of the patch appeared
n [22], along with comments about how difficult it would be to adapt the patch to
the current version of valgrind.
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to cryptoint, I was faced with the real-world problem of how to symbolically
execute sparc32 binaries.

One possibility is to write new patches for valgrind and angr, but this sounds
error-prone, even for an instruction set as small as the SPARC instruction set.
The point of Section 3 is a different approach that, as emphasized in Section 1,
doesn’t require any new code to interpret SPARC instructions.

3 Symbolic execution of emulation of a program

The current version of saferewrite includes an option to compile and analyze
sparc32 binaries, despite angr not supporting sparc32. Internally, what
saferewrite is doing for sparc32 is symbolic execution using angr of an amd64
binary that emulates a sparc32 binary. My original plan was for the amd64
binary to be gemu-sparc, but, as noted in Section 1, I ended up building a
replacement emulator on top of unicorn. The rest of this section explains various
issues that I encountered, and how I worked around those issues.

3.1 The platform for a binary

When the operating-system kernel runs a binary, it allocates the right amount
of RAM for the binary, copies the binary from disk into RAM, and then jumps
to the entry point of the binary, at which point the CPU starts executing
instructions from the binary. One complication is that binaries are usually
dynamically linked; there is then initial code that (1) allocates further RAM
for libraries and (2) links the libraries appropriately. Another complication is
system calls: trap instructions that pass requests such as read or write to the
operating-system kernel. There are many different system calls, with semantics
operating on a multifaceted process state: each process has not just RAM but
also permissions, timers, file descriptors, and more.

A full-fledged emulator such as gemu (or valgrind, but valgrind is not useful
in this section since it does not support SPARC) includes a large amount of
code trying to simulate all aspects of the process state.® As an illustration of
the costs, calling qemu-x86_64-static to run a statically linked program that
simply calls _exit(0) takes more than 30 million instructions, according to
perf stat. Running the program directly takes 21537 instructions.

Symbolic execution in angr is faced with an even tougher simulation job, given
the extra complications of applying instructions to a symbolic process state. For
example, angr simulates a filesystem containing symbolic data, and simulates
read and write functions in a way that can handle symbolic data. The angr
documentation does not claim completeness of the process simulation; it provides

8 There is also a full-system mode of gemu that tries to simulate a complete computer,
but what matters for this paper is gemu’s user mode.
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a SimProcedure mechanism to extend the simulation with support for further
functions as needed.

Unsurprisingly, running gemu under angr encounters gemu calling functions
that angr does not support. I started on a cycle of looking at the first call that
breaks, fixing that, and trying again, but I abandoned this when it became clear
that the approach of Section 3.2 would involve less development time and less
CPU time.

3.2 Using unicorn

The unicorn toolkit from [41] was forked from gemu in 2015. The toolkit provides
a C library interface to the instruction emulator inside gemu. The toolkit removes
gemu’s support for loading binaries, for process state beyond RAM, etc.

I wrote a small emulator, elfulator, on top of unicorn. The current version
of elfulator is included in saferewrite-20260201 and has in total 704 lines
of code. A few hundred lines are for ELF parsing; a few hundred lines are for
calling unicorn and handling traps from unicorn. This is far from a full-fledged
emulator—for example, it supports only statically linked binaries, and only a few
system calls from those binaries (see Section 3.3)—but it does what saferewrite
needs.

For testability, I found it convenient to develop elfulator starting with amd64
and arm64 binaries, and continuing with arm32 and x86 as 32-bit platforms
supported by more tools than sparc32; later I added sparc64. Each platform
uses a few extra lines for each system call, plus some lines of generic platform
support. All of this is in elfulator as experimental code, and is counted within
the 704 lines mentioned above, but this paper’s evaluation of affordability focuses
on sparc32.

There are still some library calls from unicorn beyond what angr supports,
but few enough that handling them wasn’t a serious problem:

e [ linked elfulator with simple assembly for setjmp, longjmp, sigset jmp,
and siglongjmp, tweaking assembly available from [33].

e I intercepted clock_gettime and gettimeofday with C functions in
elfulator.c returning time 0.

e [ patched unicorn to replace some calls to mmap and munmap with,
respectively, malloc and nothing.

e In saferewrite’s script that calls angr, I added SimProcedures
to adequately simulate posix_memalign, and to pass sysconf and
getpagesize and strerror through to the surrounding operating system.

The library calls depend somewhat on which CPU is being emulated. For
example, unicorn’s ARM emulation calls vasprintf; I ended up patching
unicorn to eliminate those calls.
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3.3 System calls

There are three obviously critical system calls that elfulator allows from the
binary it is emulating:

e read for the emulated program to receive symbolic inputs;
e write for the emulated program to provide symbolic outputs; and
e exit for the emulated program to say that it’s done.

In earlier versions of saferewrite, I communicated symbolic inputs and
symbolic outputs by directly accessing RAM in the binary being run by angr.
Functions are provided by angr to access the binary’s symbol table and the
corresponding RAM locations. However, composing this with a layer of emulation
would trigger obvious complications, so I switched to read and write. The
implementations of the system calls in elfulator have many limitations that
are not a problem for saferewrite, such as assuming that read is from file
descriptor 0.

A typical C library invokes more system calls for a variety of reasons not
relevant to saferewrite. I instead compiled with one of the smallest available C
libraries, namely dietlibc, which was introduced in [35]. For compilation with
a current SPARC cross-compiler, I made a minor patch to dietlibc, namely
replacing glob with globl in sparc/memcmp.S.

The unicorn toolkit provides an interface for callers to read and write CPU
registers, but the list of registers is generally incomplete. On SPARC, system
calls indicate success or failure via a register called PSR. I patched unicorn to
add support for PSR, and to adjust the SPARC instruction pointer appropriately
after trap instructions. In total the patch to unicorn is 177 lines, including 22
lines added to unicorn’s SPARC handling.

3.4 Symbolic-execution speed

There are some options built into angr to save time in symbolic execution.
Perhaps the most important is angr.options.unicorn, not to be confused with
the usage of unicorn in Section 3.2. What angr.options.unicorn does is have
angr call unicorn to run blocks of code if the relevant program state is concrete,
rather than resorting to angr’s Python-level simulation of each instruction.

In the context of saferewrite, most of the elfulator execution is concrete:
reading the binary to be tested, setting up unicorn, etc. Symbolic data first
appears inside elfulator when the emulated binary that was cross-compiled by
saferewrite calls read. During elfulator development, I killed one angr run
after 60 hours where angr.options.unicorn reduced the time to 10 minutes.

I ran into some angr crashes with angr.options.unicorn, but did not
encounter any crashes after I took the following two steps in saferewrite:
first, disable the angr.options.UNICORN_SYM_REGS_SUPPORT component of
angr.options.unicorn; second, fully disable angr.options.unicorn after any
program step that reads file descriptor 0.
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I also tried replacing python3 with pypy3. This reduced CPU time by
about 2x while increasing RAM usage by about 1.5x. However, I encountered
occasional hangs of pypy3. (Running gdb on pypy3 shows that the hangs were
in __futex_abstimed_wait_common64.) Currently saferewrite does not know
how to recognize the hang and restart the process.

A different possibility for gaining speed would be to run elfulator outside
angr, dumping core after precomputations, and then load the core dump into
angr for symbolic execution; or similarly dump the angr state at that moment.

The code inside unicorn to emulate any particular CPU instruction is being
symbolically executed every time the instruction appears in the instruction
stream for any of the programs being emulated. It would be faster to use
symbolic execution just once for each instruction to extract the semantics of
the instruction set, and then compile those semantics into a symbolic-execution
tool that no longer incurs any of the overhead of an extra layer of emulation.
See Section 4 for proof-of-concept experiments in this direction.

3.5 Results

Recall from Section 2.5 that a 64-thread experiment on rome2 analyzing 12
compilers times 639 implementations of all 248 cryptoint functions took a
few core-seconds per implementation-compiler combination, in total 606 seconds
wall-clock time. After sparc32 was added via elfulator, an experiment
re-running env THREADS=64 time ./analyze took 314 minutes wall-clock time
for 14717 core-minutes user time and 167 core-minutes system time, overall 14404
core-minutes more than the non-elfulator experiment. The 639 elfulator
analyses thus added 22.5 core-minutes on average per implementation. Overall
memory consumption on the server with all 64 threads running was never
observed to pass 300GB. The maximum observed resident-set size for a single
process was 8GB.

For some of the functions, there were problems compiling or unrolling ref
for sparc32. For example, int16_load/ref/load.c relies on lel6toh, which
dietlibc does not support. However, the cryptoint implementation of each
of the 248 cryptoint functions—including 76 functions where the cryptoint
implementations are written in sparc32 assembly—was successfully compiled
for sparc32, unrolled via elfulator, and matched by SMT solving against ref
for amd64, either directly or via an intermediate equality with ref for sparc32.

At that point I declared success: I released cryptoint-20250228, including
the sparc32 code, and saferewrite-20250228, including elfulator. I
re-ran and re-released saferewrite for the subsequent cryptoint-20250414
release. The speeds described in this paper are from further re-runs
with saferewrite-20260201. The saferewrite-20260201 package includes
instructions for using buildroot to install a sparc-linux-gcc cross-compiler;
compiling a patched dietlibc for sparc32; compiling a patched unicorn; and
compiling elfulator. After these steps, each ./analyze run automatically
covers sparc32.
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4 Symbolic execution of emulation of an
instruction

Recall from Section 3.4 the possibility of using symbolic execution of an emulator
to automatically extract the semantics of the CPU’s instruction set. This has a
variety of potential applications:

e Projects to verify the correctness of machine code such as [14], [40],
[47], and [26] rely on specifications of the semantics of the relevant
machine instructions. Official machine-readable instruction-set specifications
are already available for some architectures, but one can imagine handling
more architectures by automatically deriving specifications from emulators.

e [32], starting with the official machine-readable ARM instruction-set
specification, automatically generated test cases for gemu, finding some
bugs in gemu. One can imagine obtaining another specification of the same
instruction set via symbolic execution of gemu or unicorn, and then verifying
equivalence with the official instruction-set specification, as in [34, Section
IV]; this would, similarly to Section 2, address concerns about bugs slipping
past the test cases in [32].

e [28] and [29], starting with the official SPARC documentation, manually
built a machine-readable instruction-set specification, and then tested it
against a physical SPARC CPU. Again one can imagine verifying equivalence
against another specification obtained via symbolic execution, and further
verifying equivalence against a freely available SPARC HDL implementation.

e One can imagine using an instruction-set specification to automatically build
a full suite of binary-analysis tools for that instruction set, including lifters
as in [34] and [18], memory-error detectors such as valgrind, and the
symbolic-execution engine inside angr. Presumably this would be easier and
less error-prone than constructing similar tools by hand, and it would provide
a speedup mentioned in Section 3.4: symbolic execution for that instruction
set would no longer need to incur the overhead of symbolically executing an
emulator.

The necessary information about the instruction set is already stated in
computer-readable form inside the code for the emulator. The task at hand
is to extract that information into an easier-to-use form.

Conceptually, it is clear how to begin: pick an instruction; symbolically execute
the emulation of that instruction. This might sound like a straightforward special
case of symbolically executing the emulation of a complete program. However,
the inputs and outputs in Section 3 were short bit strings, whereas instruction
semantics are normally expressed in terms of a larger, more complicated machine
state with RAM, an instruction pointer, flags, general-purpose registers, and
usually more types of registers such as vector registers.

Section 4.1 reports proof-of-concept experiments focusing on arithmetic
instructions, using symbols for the contents of flags and general-purpose
registers. One experiment takes as input a single 32-bit sparc32 arithmetic
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instruction, for example 0x82808003, and extracts semantics for this instruction
in under 20 minutes on one core of the machine mentioned earlier in this paper.
These semantics are in a simple language, suitable for equivalence checking
against other specifications of the same instruction. Note that 20 minutes are
probably slower than testing 232 inputs to an instruction but much faster than
testing 264 inputs.

The closest work that I am aware of is [27], which symbolically executed the
gcc code generator to extract a mapping from gcc’s intermediate representation
to x86 instructions, and then inverted this mapping to guess semantics of the x86
instructions. [27, Section 4] argues that these guesses are sufficient for analyzing
binaries generated by compilers, despite usually leaving flags undefined. The
experiments in Section 4.1 instead produce formulas showing how unicorn
computes flags.

4.1 Experiments handling emulated register contents as
variables

Running ./syminsn-sparc32 0x82808003 in the saferewrite directory (after
elfulator installation) compiles an amd64 program that does the following:

e Initialize unicorn for sparc32.

e Read 31 int32 values (in little-endian form) from standard input, and use
those values to initialize unicorn’s emulated sparc32 registers gi, g2, etc.

e Read 4 bytes from standard input, and use the bottom bits of those bytes
to initialize unicorn’s emulated sparc32 flags cf, vf, zf, and nf.

e Read 4 more bytes from standard input, and run unicorn on those bytes
viewed as an instruction (in big-endian form).

e Write the resulting registers and flags to standard output, in the same format
as the input.

The syminsn-sparc32 script then runs this program under angr, providing
symbolic registers, symbolic flags, and a concrete instruction 0x82808003.

The output of this experiment is Figure 4.1.1, which gives formulas (in
angr’s Z3-like language—for example, ULE is an unsigned less-than-or-equal-to
operation) for various output registers such as out_g1 in terms of various input
registers. These are formulas for the effect of sparc32 instruction 0x82808003,
or at least for what unicorn thinks the effect is. Part of Figure 4.1.1 is setting
out_gl to __add__(in_g2,in_g3); inspecting other parts shows that, e.g.,
out_cf is the carry bit from that addition.

One can manually write down such formulas by studying the official SPARC
documentation [30, page 108] for the “ADDcc” instruction. This type of
manual work is what went into the gemu emulation code in the first place.
Instead of redoing that work, this experiment reuses that work, extracting the
self-contained Figure 4.1.1 as a description of the effect of this instruction. I tried
similar experiments with several other arithmetic instructions, and checked that
the results looked reasonable.
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Fig.4.1.1. Results of symbolic execution of unicorn emulating sparc32 instruction
0x82808003 on 31 symbolic general-purpose registers and 4 symbolic flags.

vl = in_g2 v29 = in_ib

. L. out_ol = v9
v2 = in_g3 v30 = in_i6

. out_o2 = v10

v3 = __add__(v1,v2) v31 = in_i7 out 03 = vil
v4 = in_g4 v32 = ULE(v1,v3) -

. out_o4 = vi2
v = in_gb v33 = constant(1,0)

. out_ob = v13
v6 = in_g6 v34 = constant(1,1) out o6 = vid
v7 = in_g7 v35 = If(v32,v33,v34) out o7 = vi5
v8 = in_o0 v36 = Extract(v2,31,31) out_lO - v16
v9 = in_ol v37 = Extract(v1,31,31) -

. out_11 = v17
v10 = in_o2 v38 = __xor__(v36,v37) out 12 = vi8
vll = in_o3 v39 = Extract(v3,31,31) -

. out_13 = v19
v12 = in_o4 v40 = __xor__(v39,v37)

. . out_14 = v20
v13 = in_o5 v4l = __invert__(v40) out 15 = vo1
vi4d = in_o6 v42 = __or__(v38,v41) -

. . out_16 = v22
v15 = in_o7 v43 = __invert__(v42) out 17 = v23
v16 = in_10 v44 = constant(32,4294967295) out_iO = v24
v17 = in_11 v45 = __mul__(v44,v2) out_il - yo5
vi8 = in_12 v46 = __eq__(v1,v45) out_i2 - 96
v19 = in_13 v4a7 = If(v46,v34,v33) out_iB - o7
v20 = in_14 v48 = If(v46,v33,v39) -

. out_i4 = v28
v21 = in_15 out_gl = v3 .

. out_ib = v29
v22 = in_16 out_g2 = vi .

. out_i6 = v30
v23 = in_17 out_g3 = v2 .

.. out_i7 = v31
v24 = in_iO out_gé4 = véd

T out_cf = v35
v25 = in_il out_gb = vb

.. out_vf = v43
v26 = in_i2 out_g6 = v6

L. out_zf = v47
v27 = in_i3 out_g7 = v7 out nf = v48
v28 = in_i4 out_o0 = v8 -

I also tried experiments handling multiple instructions at a time—for example,
handling an immediate or a register index as a symbol—but encountered errors
from angr that I didn’t figure out how to work around. More work is also required
for handling load/store instructions. So I’ll leave it as an open question to cover
a full instruction set.
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